Exercise: MPI Collective Communications and N-Body
In this exercise, we’ll use the same conventions and commands as in previous exercises. You should refer back to the previous exercise descriptions for details on various Unix commands.

You’ll be profiling, parallelizing and benchmarking, but this time you’ll be parallelizing with MPI collective communications. Then you’ll benchmark various numbers of MPI processes using various compilers and various levels of compiler optimization.

Here are the steps for this exercise:

1. Log into Earlham’s computer (cluster.earlham.edu). This computer is also called hopper and is what’s called a login node. It isn’t a cluster and you should not run things here!
2. Instead, you should login to one of the cluster computers called Al-Salam:
%  ssh al-salam
3. This is your first time on this cluster, so you must copy the entire BWUPEP2011_exercises directory into your home directory:

%  cp  -r  ~bholt/BWUPEP2011_exercises/  ~

4. cd into the appropriate directory for the C version of the NBody program we are working on:

%  cd  ~/BWUPEP2011_exercises/NBody/C/

5. Go into the Serial directory:

%  cd  Serial
6. Edit the batch script nbody_serial.bsub to use your username and e-mail address.

7. If you haven’t already examined nbody.c and nbody.h, do so now.

8. Compile using your makefile:

%  make
9. Submit the batch job:

%  qsub  <  nbody_serial.qsub

10. On Al-Salam you can watch the progress of your job using qstat, or qstat -n

11. When the batch job has finished, examine the output files, including files with names like:

nbody_000000.txt

12. Profile the executable:

%  gprof  nbody  >  nbody_serial_gprof.txt

13. Examine the profile output in the file named nbody_serial_gprof.txt to determine which routine most of the runtime is spent in. That’s where you should focus your speedup efforts.

14. Go up to the parent of the Serial directory (that is, to the NBody directory):

%  cd  ..
15. Copy the Serial directory to a new MPI directory:

% cp  -r  Serial/  MPI_collective/

16. Copy the new batch script into the new directory:

%  cp  nbody_mpi_collective.qsub  MPI_collective/

17. Edit the batch script nbody_mpi_collective.qsub to use your username and e-mail address.
18. Go into your MPI collective communications directory:

%  cd  MPI_collective
19. Edit your makefile to change gcc to mpicc.

20. Parallelize the code using MPI collective communication, specifically replacing your various MPI_Send and MPI_Recv routine calls with one or more collective communication routine calls.

21. Compile using your makefile. You may need to do this multiple times, debugging as you go.

22. Submit the batch job and let it run to completion. If it seems to take a very long time, probably you have a bug.

23. For each run, once the batch job completes:

a. Examine the various output files to see the timings for your runs with executables created by the various compilers under the various levels of optimization.

b. Profile, as described above.

24. Continue to debug and run until you’ve got a working version of the code.
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